
Practices before the class (April 12)

• (T/F) If z is orthogonal to u1 and to u2 and if W = Span {u1,u2}, then z must be

in W?
.

• (T/F) For each y and each subspace W , the vector y� projW y is orthogonal to W .

• (T/F) If y = z1 + z2, where z1 is in a subspace W and z2 is in W?
, then z1 must be

the orthogonal projection of y onto W .

• (T/F) The best approximation to y by elements of a subspace W is given by the

vector y � projW y.
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Practices before the class (April 12)

• (T/F) If z is orthogonal to u1 and to u2 and if W = Span {u1,u2}, then z must be

in W?
. True. Recall from Section 6.1 that W?

denotes the set of all vectors

orthogonal to a subspace W .

• (T/F) For each y and each subspace W , the vector y � projW y is orthogonal to W .

True by the Orthogonal Decomposition Theorem.

• (T/F) If y = z1 + z2, where z1 is in a subspace W and z2 is in W?
, then z1 must be

the orthogonal projection of y onto W . True. The orthogonal decomposition in

Theorem 8 is unique.

• (T/F) The best approximation to y by elements of a subspace W is given by the

vector y � projW y. False. The Best Approximation Theorem says that the best

approximation to y is projW y.
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6.4 The Gram-Schmidt Process  

The Gram-Schmidt process is a simple algorithm for producing an orthogonal or orthonormal basis for any 
nonzero subspace of . We will use the next example to introduce the detail of the process.

 

Example 1. Let , and . Then  is clearly linearly independent and 

thus is a basis for a subspace  of . Construct an orthogonal basis for .

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : step 1 .
Let ñ = I and W ,

= spank } = spank}
.

Step 2 .
Let

i.
Wa•

,

I. = I - projw.in
then v5 is the component of ¥ orthogonal

'
'

n
, §,
i to and Zvi , is } is an orthogonal basis
I > for we span } J* , is} .I

-

%÷¥
projwx

.

← "

compute I. = is - projw ,

¥

= I -
I ' Ñ

. I
vi. ñ

= - it:|
Y÷¥l



step 2
'

( optional ) . We can scale it to simplify
the later computation .

So we have

ñ=f:| . * if:|
We update W, = span }vi. v1}

step 3 .

Let

b- = Is - projw?
> then v3 is the component of #V3 •'
i.
• Is orthogonal to Wz and }Ñ , vi. I }l

t an orthogonal set .8•• I > vi.

w ,
Tir

'
•

projw.is
We compute

proj I
=
*ñ I +

B.Vig .

Wa vi. I VI.Ji

=ÉH+ÉY:|
¥:|



E- Is - projw.is

=

¥:|
= %H43

Note is is in W since is and projw.is are both in
V3

.

Thus 3ñ , is
'

,
V53 is an orthogonal set of nonzero

vectors so they are linearly independent .

Since W is 3-dim'l . 3ñ , VT , Js } is an orthogonal

basis for W by the Basis Theorem
.



Theorem 11 The Gram-Schmidt Process
Given a basis  for a nonzero subspace  of , define

Then  is an orthogonal basis for . In addition

 

Orthonormal Bases

An orthonormal basis is constructed easily from an orthogonal basis  : simply normalize (i.e., 
"scale") all the . 

When working problems by hand, this is easier than normalizing each  as soon as it is found (because it 
avoids unnecessary writing of square roots).

 

Example 2. Find an orthonormal basis of the subspace spanned by the vectors in Example 1.

 

 

 

 

 

 

 

 

 

 

 

 

Recall from Example 1 .

1. ☐ =/¥1* 111 . ¥1? 43

An orthonormal basis is

"* =oÉx¥ f-É?/ñ=-¥_- If;) .
ii.=
ñ
'

*
"÷ , = = #



QR Factorization of Matrices

Theorem 12 The QR Factorization
If  is an  matrix with linearly independent columns, then  can be factored as , where  is 
an  matrix whose columns form an orthonormal basis for  and  is an  upper triangular 
invertible matrix with positive entries on its diagonal.

 

Example 3. Find a  factorization of .

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ANS : First notice that the columns of A are E. ñ .

Is

given
in Example 1 . We found the orthonormal basis

3ñ, > Ñ, its}
.

in Example 2 .

So we have them as

columns of Q :

0

Q=[ñ ñ. ↳ y =
Bars

HB -2¥¥ Krs Kro
42ns Yrrb

To find R , first notice QTQ=I . ( Thm 6 in § 6.2
,
since Q has

orthonormal columns )
.

So we have

CEA -_QIQR) =IR=I•
We compute

1/2 42 Yz Yz ! ? ?"R= QTA = £312B Boss YZB KB
I 1

,
0 -2156 1hr6 Yrb I



=

µ
312 I

0 EB YM
0 0 456



Exercise 4. Find an orthogonal basis for the column space of the given matrix 

                 

Solution. Call the columns of the matrix , and  and perform the Gram-Schmidt process on these 
vectors:

Thus an orthogonal basis for  is

Exercise 5. The columns of  were obtained by applying the Gram-Schmidt process to the columns of . Find 
an upper triangular matrix  such that . 

Solution. Since  and  are given, 


